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EWhat is Multi-Task Learning(MTL)?

“Multi-task Learning is an approach 

to inductive transfer that improves 

generalization by using the domain 

information contained in the 

training signals of related tasks as 

an inductive bias.”

Caruana, R. 1997. Multitask learning. Machine Learning 28(1):41–75.



EHow does MTL work?

Caruana, R. 1997. Multitask learning. Machine Learning 28(1):41–75.

Ø Representation Bias (Inductive Bias)



EFormulation

Ø 𝑇 tasks: 𝐷! = {𝑥"! , 𝑦"!}"#$
%!

Ø Shared layers 𝜀 parameterized by 𝜃& = {𝜃&,$, … , 𝜃&,(}

Ø Task-specific layers ℱ! parameterized by 𝜃ℱ!

Ø Parameters: 𝜃 = {𝜃& , 𝜃ℱ$ … , 𝜃ℱ*}

Ø Objective:



EMulti-Task Sharing Mechanisms

MTL is typically done with parameter sharing:

- Hard Sharing (Collobert and Weston 2008; Subramanian et al. 2018; Liu et al. 2019)

- Soft Sharing (Misra et al. 2016; Ruder et al. 2019)

- Hierarchical Sharing (Søgaard and Goldberg 2016; Hashimoto et al. 2017)

- ...

https://thetalkingmachines.com/sites/default/files/2018-12/unified_nlp.pdf
https://arxiv.org/pdf/1804.00079.pdf
https://arxiv.org/pdf/1901.11504.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/Misra_Cross-Stitch_Networks_for_CVPR_2016_paper.pdf
https://www.aaai.org/Papers/AAAI/2019/AAAI-RuderS.6318.pdf
https://www.aclweb.org/anthology/P16-2038
https://arxiv.org/pdf/1611.01587.pdf%5d%5bCode%5d%5bhttps:/github.com/rajarsheem/joint-many-task-model


EHard Sharing

Ø Stack the task-specific layers on the top of the shared layers

Ø Inference: 

Ø Advantages:

1. easy to implement

2. parameter efficient

Ø Disadvantages:

Struggle with loosely related/unrelated tasks

(Negative Transfer)



ESoft Sharing

Ø Each task has separate model and parameters, but each 

model can access the information inside other models

Ø Advantages:

Makes no assumptions about task

relatedness

Ø Disadvantages:

Not parameter-efficient



EHierarchical Sharing

Ø Put different task supervisions at different layers

Ø Inference: 

Ø Advantages:

1. more flexible than hard sharing

2. more parameter-efficient than soft sharing

Ø Disadvantages:

Hard to design an effective hierarchy



ELimitations of Existing Sharing Mechanisms

Ø Hard sharing: Struggle with loosely related tasks

Ø Hierarchical sharing: Dependent on manual design

Ø Soft sharing: Parameter-inefficient



EMotivation

Does there exist a multi-task sharing mechanism:

1. It is compatible with a wide range of tasks, regardless of 

whether the tasks are related or not.

2. It does not depend on manually designing the sharing 

structure based on characteristic of tasks.

3. It is parameter efficient.
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ESparse Sharing Mechanism

Ø Base Network: 

Ø Assign each task a subnet

Ø Subnet: 

Ø Hard sharing →

Ø Hierarchical sharing →



EViews of Sparse Sharing

Ø Over-parameterized base net → Large hypothesis space

Ø Subnet → Hypothesis subspace

Ø Inductive bias → Subnet structure

Ø Parameter overlap → Task relatedness

Ø Biologically intuitive:

1. Sparse topology (Pessoa 2014)

2. Different subnets for different tasks (MacLeod 1991)

Hypothesis Space (Base Net)

Task 1

Task 2

Task 3

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4157099/
https://pure.mpg.de/rest/items/item_2355497/component/file_2355496/content
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EOverview of Our Approach



EGenerating Subnets for Each Task

Ø Iterative Magnitude Pruning (IMP)
proposed in (Frankle and Carbin 2019) (ICLR’2019 best paper)

https://arxiv.org/pdf/1803.03635.pdf


EGenerating Subnets for Each Task

Ø Iterative Magnitude Pruning (IMP)



ESelect Subnets

Ø Pick the subnet that performs best on the dev set.

Ø If there are multiple best-performing subnets, take the subnet 

with the lowest sparsity. 

POS CHUNK NER

50.12% 44.67% 56.23%



ETraining Subnets in Parallel

1. Select the next task 𝑡. 

- Proportional sampling (Sanh, Wolf, and Ruder 2019)

2. Select a random mini-batch for task 𝑡.

3. Feed this batch of data into the subnetwork corresponding to 

task 𝑡, i.e.                         .

4. Update the subnetwork parameters for this task by taking a 

gradient step with respect to this mini-batch.

5. Go to 1.

https://www.aaai.org/ojs/index.php/AAAI/article/view/4673


EMulti-Task Warmup (MTW)

MTW:        →
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EExperiments

Ø Tasks: Part-of-Speech, NER, Chunking

Ø Datasets

Exp1: CoNLL-2003 

Exp2: OntoNotes 5.0

Exp3: PTB + CoNLL-2003 + CoNLL-2000

Ø Model Settings

Base model: CNN-BiLSTM (Ma and Hovy 2016)

Multi-Task baselines: hard/soft/hierarchical sharing

https://arxiv.org/pdf/1603.01354


EExp1 & Exp2



EExp1 & Exp2
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EAbout Negative Transfer

Zhang, Y., & Yang, Q. 2017. A survey on multi-task learning. arXiv preprint arXiv:1707.08114.



EAbout Negative Transfer

Ø Construct an unrelated multi-task setting

o Real: Named Entity Recognition (NER)

o Synthetic: Position Prediction (PP)



EAbout Task Relatedness

Ø Define mask overlap ratio (OR) as:



EAbout Sparsity

Ø Combinations of subnets with different sparsity
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EConclusion

Ø Does sparse sharing architecture meets the requirements?

1. It is compatible with a wide range of tasks, regardless of 

whether the tasks are related or not.

2. It does not depend on manually designing the sharing 

structure based on characteristic of tasks.

3. It is parameter efficient.

Ø It seems YES!



Thanks !

Q & A

gF t

txsun19@fudan.edu.cn



ESequence Labeling Tasks

Ø POS, NER and Chunking



ECNN-BiLSTM: A popular architecture in sequence labeling tasks


