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Multi-Task Learning: Sharing Mechanisms



What is Multi-Task Learning(MTL)?

Task 1 Task 2 Task 3 Task 4
“Multi-task Learning is an approach l \ J L
to inductive transfer that improves Q O O
generalization by using the domain

OCo0Oo000 -+ 00O

information contained in the \W

training signals of related tasks as 0CO000000O0

an inductive bias.” T

INPUTS

Caruana, R. 1997. Multitask learning. Machine Learning 28(1):41-75.



How does MTL work?

» Representation Bias (Inductive Bias)

Representations Findable by Backprop

/N

t\--Best Reps

Caruana, R. 1997. Multitask learning. Machine Learning 28(1):41-75.



Formulation

» T tasks: D, = {xt,y! 10",
» Shared layers £ parameterized by s = {0¢1,...,0c. 1}
» Task-specific layers F! parameterized by 9}

> Parameters: ) = (95,91 o, 0%)

» Objective: L Z At Z Lt Yn)



Multi-Task Sharing Mechanisms

MTL is typically done with parameter sharing:

- Hard Sharing (Collobert and Weston 2008; Subramanian et al. 2018; Liu et al. 2019)

- Soft Sharing (Misra et al. 2016; Ruder et al. 2019)

- Hierarchical Sharing (Spgaard and Goldberg 2016; Hashimoto et al. 2017)



https://thetalkingmachines.com/sites/default/files/2018-12/unified_nlp.pdf
https://arxiv.org/pdf/1804.00079.pdf
https://arxiv.org/pdf/1901.11504.pdf
https://www.cv-foundation.org/openaccess/content_cvpr_2016/papers/Misra_Cross-Stitch_Networks_for_CVPR_2016_paper.pdf
https://www.aaai.org/Papers/AAAI/2019/AAAI-RuderS.6318.pdf
https://www.aclweb.org/anthology/P16-2038
https://arxiv.org/pdf/1611.01587.pdf%5d%5bCode%5d%5bhttps:/github.com/rajarsheem/joint-many-task-model

Hard Sharing

» Stack the task-specific layers on the top of the shared layers
> Inference: 4., = F'(E(xh;0¢);0%)

» Advantages: CB d

1. easy to implement Q O O O
2. parameter efficient O O O O

» Disadvantages: Q Q Q ?

Struggle with loosely related/unrelated tasks

(Negative Transfer)



Soft Sharing

» Each task has separate model and parameters, but each
model can access the information inside other models

» Advantages: 1 ’\

QL R
relatedness Q O D Q ’ O

» Disadvantages: DCD(- >Q (

Not parameter-efficient %} %)« >%) <T>

Makes no assumptions about task




Hierarchical Sharing

» Put different task supervisions at different layers
> Inference: 7, = Ft(éf(xfl;ﬁg(l:l));ﬁtf) O
» Advantages: |
i SO0 0O0
1. more flexible than hard sharing

2. more parameter-efficient than soft sharing O OO

» Disadvantages:

Hard to design an effective hierarchy



Limitations of Existing Sharing Mechanisms

» Hard sharing: Struggle with loosely related tasks
» Hierarchical sharing: Dependent on manual design

» Soft sharing: Parameter-inefficient



Motivation

Does there exist a multi-task sharing mechanism:

1. It is compatible with a wide range of tasks, regardless of
whether the tasks are related or not.

2. It does not depend on manually designing the sharing
structure based on characteristic of tasks.

3. It is parameter efficient.
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Sparse Sharing Mechanism

» Base Network: &

» Assign each task a subnet
» Subnet: &% (x) = E&(x; My ©60¢)
» Hard sharing — M, =1

» Hierarchical sharing —
Os = {95,17‘95,2} M, = {170} My = {]—7 1}




Views of Sparse Sharing

» Over-parameterized base net — Large hypothesis space

» Subnet — Hypothesis subspace

Task 1
» Inductive bias — Subnet structure

» Parameter overlap — Task relatedness ‘ \

» Biologically intuitive:
Task 2

1. Sparse tOpOlOgy (Pessoa 2014) Hypothesis Space (Base Net)

2. Different subnets for different tasks (vacLeod 1991)



https://www.ncbi.nlm.nih.gov/pmc/articles/PMC4157099/
https://pure.mpg.de/rest/items/item_2355497/component/file_2355496/content
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Approach: Learning Sparse Sharing Architectures



Overview of Our Approach

mini-batches of Task1

mini-batches of Task2

—————————————

S
| Train Subnets |

Multi-Task Training



Generating Subnets for Each Task

» Iterative Magnitude Pruning (IMP)

proposed in (Frankle and Carbin 2019) (ICLR’2019 best paper)

1. Randomly initialize a neural network f(z;6g) (where 6y ~ Dy).
2. Train the network for j iterations, arriving at parameters 6.
3. Prune p% of the parameters in 6, creating a mask m.

4. Reset the remaining parameters to their values in 6, creating the winning ticket f(x; m®60p).


https://arxiv.org/pdf/1803.03635.pdf

Generating Subnets for Each Task

» Iterative Magnitude Pruning (IMP)

Algorithm 1 Sparse Sharing Architecture Learning

Require: Base Network £; Pruning rate o; Minimal sparsity S; Datasets for 7" tasks Dy, - - -, Dy, where D; = {af, !}V |

l:
2:
3:

4:
5

6
7:
8:
0:

Randomly initialize 6¢ to Hg)).
fort=1---Tdo

Initialize mask M7 = 11%! where 2 = 1.

Train E(x; M7 © O¢) for k steps with data sampled from D;, producing network & (x; M7 © Hg"')). Let 2z < 2 + 1.

Prune « percent of the remaining parameters with the lowest magnitudes from Hg‘?) . That is, let M7 [j] = 0if 6
pruned.

If % < S, the masks for task ¢ are {M/}7_,.
(0)

Otherwise, reset f¢ to 6 and repeat steps 4-6 iteratively to learn more sparse subnetwork.
end for
return[{z\[’l”};?:l. (MYz_ |, - {]\[}};?’:l].

(k)
£

g]is




Select Subnets

» Pick the subnet that performs best on the dev set.

» If there are multiple best-performing subnets, take the subnet

with the lowest sparsity.

@ ) W
o
P~ 953
M 91.21
POS CHUNK NER § 000
T 90,
50.12% 44.67% 56.23%
o W
[ 89.6
Z.

89.3

1009 07 0.5 0.3 0.1
Percent of Parameters Remaining



Training Subnets in Parallel

1. Select the next task t. me Li(Un» Yn)

- Proportional sampling (sanh, wolf, and Ruder 2019)

2. Select a random mini-batch for task t.

3. Feed this batch of data into the subnetwork corresponding to
task t,i.e. E(x; My © bOg).

4. Update the subnetwork parameters for this task by taking a
gradient step with respect to this mini-batch.

5. Go to 1.


https://www.aaai.org/ojs/index.php/AAAI/article/view/4673

Multi-Task Warmup (MTW)

Algorithm 1 Sparse Sharing Architecture Learning

Require: Base Network &; Pruning rate «; Minimal sparsity S; Datasets for 7" tasks Dy, - - -, Dy, where D; = {z! | 4! } f:fi_' 1

I: Randomly initialize fg to 85", | MTW: 9 — o
2. fort=1---Tdo
3 Initialize mask M7 = 1% where z =

4. Train £(x; M7 @ O¢) for k steps with data sampled from D;, producing network & (x; M7 © Hék)). Letz < 2 + 1.
5

Prune « percent of the remaining parameters with the lowest magnitudes from Hék) . That is, let M7?[j] = 0 if Hgf) 7] is
pruned.
6 If % < S, the masks for task ¢ are {M}}7_,.
7: Otherwise, reset f¢ to Qéw) and repeat steps 4-6 iteratively to learn more sparse subnetwork.
8: end for | |
0: return {M{}:, {M3}i .- {Mi}i,.
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Experiments

» Tasks: Part-of-Speech, NER, Chunking

» Datasets

Exp1: CONLL-2003

Exp2: OntoNotes 5.0

Exp3: PTB + CoNLL-2003 + CoNLL-2000
» Model Settings

Base model: CNN-BiLSTM (Ma and Hovy 2016)

Multi-Task baselines: hard/soft/hierarchical sharing


https://arxiv.org/pdf/1603.01354

& 4=@
Exp1 & Exp2
Systems POS NER Chunking # Params
S Test Acc. A Test F1 A Test F1 A ‘
Expl: CoNLL-2003
Single task 95.09 - 89.36 - 89.92 - 1602k
Single task (subnet) 05.11 +0.02 89.39 +0.03 89.96 +0.04 811k
Hard sharing 95.34 +0.25  88.68 —0.68 90.92 +1.00 534k
Soft sharing 95.16 +0.07  89.35 —0.01 90.71  +0.79 1596k
Hierarchical sharing 95.09 +0.00  89.30 —0.06 90.89  +40.97 1497k
Sparse sharing (ours) 95.56 +0.47 9035 +0.99 91,55 +1.63 396k
Exp2: OntoNotes 5.0
Single task 97.40 - 82.72 - 95.21 - 4491k
Single task (subnet) 97.42 +0.02 82.94 +0.22 05.28 +0.07 1459k
Hard sharing 97.46 +0.06 8295 4+0.23 9552 +0.31 1497k
Soft sharing 97.34 —0.06 8193 —0.79 9529  +0.08 4485k
Hierarchical sharing 97.22 —0.18 8281 +0.09 9553 +0.32 1497k
Sparse sharing (ours) 97.54 +0.14 8342 +0.70 95.56 +0.35 662k




Exp1 & Exp2

POS NER Chunking

Systems Test Acc. A TestF1 A TestFl A 7rParams
Expl: CoNLL-2003
Single task 95.09 : 89.36 - 89.92 - 1602k
| Single task (subnet) 0511  +0.02 8939 +0.03 8996 +0.04 811k |
Hard sharing 95.34 +0.25  88.68  —0.68 90.92  +1.00 534k
Soft sharing 95.16 +0.07 8935  —0.01 90.71 +0.79 1596k
Hierarchical sharing 95.09 +0.00  89.30 —0.06 90.89  +40.97 1497k
Sparse sharing (ours) 95.56 +0.47 9035 +0.99 91,55 +1.63 396k
Exp2: OntoNotes 5.0
Single task 97.40 - 82.72 - 95.21 - 4491k
| Single task (subnet) 07.42  +0.02 8294  +0.22 9528 +0.07  1459k|
Hard sharing 97.46 +0.06 8295 +0.23 9552 +0.31 1497k
Soft sharing 97.34 —0.06 8193  —0.79 9529 +0.08 4485k
Hierarchical sharing 97.22 —0.18 8281 +0.09 9553 +0.32 1497k
Sparse sharing (ours) 97.54 +0.14 8342 +0.70 95.56 +0.35 662k
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About Negative Transfer

In the future studies, there are several 1ssues to be addressed.
Firstly, outlier tasks, which are unrelated to other tasks, are well
known to hamper the performance of all the tasks when learning
them jointly. There are some methods to alleviate negative effects
outlier tasks bring. However, there lacks principled ways and
theoretical analyses to study the resulting negative effects. In order
to make MTL safe to be used by human, this 1s an important issue
and needs more studies.

Zhang, Y., & Yang, Q. 2017. A survey on multi-task learning. arXiv preprint arXiv:1707.08114.



About Negative Transfer

» Construct an unrelated multi-task setting
o Real: Named Entity Recognition (NER)
o Synthetic: Position Prediction (PP)

NER A PP A

Single task 71.05 - 99.21 :
Hard sharing 61.62 —9.43 | 99.50 +0.29
Sparse sharing | 71.46 40.41 | 9945 +40.24




About Task Relatedness

» Define mask overlap ratio (OR) as:

| M=y Mello
OR(M17M27”'7MT): T
I U=y Mo
Task Pairs Mask OR  A(S? — HS)
POS & NER 0.18 0.4
NER & Chunking 0.20 0.34
POS & Chunking 0.50 0.05

Table 7: Mask Overlap Ratio (OR) and the improvement for
sparse sharing (52) compared to hard sharing (H.S) of tasks
on CoNLL-2003. The improvement 1s calculated using the
average performance on the test set.



About Sparsity

» Combinations of subnets with different sparsity

92.25 11
: —O— Average Performance ‘
8 —~ Mask Overlap Ratio | 1-0.2
S 92.00 IS
= 0.8 &
S 5
3 91.75 06 5
& >
O o
© 7
O 9150, S
= 0.2 >
10.0

12T 0.8 0.6 0.4 0.2
Proportion of Parameters Remaining
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Conclusion

» Does sparse sharing architecture meets the requirements?
1. It is compatible with a wide range of tasks, regardless of
whether the tasks are related or not.
2. It does not depend on manually designing the sharing
structure based on characteristic of tasks.
3. It is parameter efficient.

> It seems YES!



Thanks !
Q&A

txsunl9@fudan.edu.cn



Sequence Labeling Tasks

» POS, NER and Chunking

Words Results of South Korean
POS NNS IN JJ JJ

NER O O B—MISC I—-MISC
Chunk. B—NP R—PP B—NP I1—NP
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