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What is Paradigm?

• Definition from Wikipedia
• In science and philosophy, a paradigm is a distinct set of concepts or 

thought patterns, including theories, research methods, postulates, and 
standards for what constitutes legitimate contributions to a field.

• Definition in the context of NLP
• Paradigm is the general framework to model a class of tasks
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The Seven Paradigms in NLP

• Seven Paradigms
• Class

• Matching

• SeqLab

• MRC

• Seq2Seq

• Seq2ASeq

• (M)LM



Classification (Class)

• Paradigm

• Model
• : CNN, RNN, Transformers…

• : (max/average/attention) pooling + MLP

• Tasks
• Sentiment Analysis

• Spam Detection

• …



Matching

• Paradigm

• Model
• : encode the two texts separately or jointly

• : capture the interaction, and then prediction

• Tasks
• Natural Language Inference

• Similarity Regression

• …



Sequence Labeling (SeqLab)

• Paradigm

• Model
• : sequence model (RNN, Transformers…)

• : conditional random fields (CRF)

• Tasks
• Named Entity Recognition (NER)

• Part-Of-Speech Tagging

• …



Machine Reading Comprehension (MRC)

• Paradigm

• Model
• : CNN, RNN, Transformers…

• : start/end position prediction

• Tasks
• Machine Reading Comprehension



Sequence-to-Sequence (Seq2Seq)

• Paradigm

• Model
• : CNN, RNN, Transformers…

• : CNN, RNN, Transformers…

• Tasks
• Machine Translation

• End-to-end dialogue system

• …



Sequence-to-Action-Sequence (Seq2ASeq)

• Paradigm

• Model
• : CNN, RNN, Transformers…

• : predict an action conditioned on

a configuration and the input text

• Tasks
• Dependency Parsing

• Constituency Parsing

• …



(Masked) Language Model ((M)LM)

• Paradigm

• LM:

• MLM:

• Model
• : CNN, RNN, Transformers…

• : simple classifier, or a auto-regressive decoder

• Tasks
• Language Modeling

• Masked Language Modeling

• …



Compound Paradigm

• Complicated NLP tasks can be solved by combining multiple 
fundamental paradigms

• An Example
• HotpotQA

HotpotQA: A Dataset for Diverse, Explainable Multi-hop Question Answering. EMNLP 2018



Compound Paradigm

• Complicated NLP tasks can be solved by combining multiple 
fundamental paradigms

• An Example
• HotpotQA = Matching + MRC

Graph-free Multi-hop Reading Comprehension: A Select-to-Guide Strategy. https://arxiv.org/abs/2107.11823
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• Shifted to…
• Seq2Seq

• Matching

• (M)LM
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Paradigm Shift in Text Classification

• Traditional Paradigm: Class

• Shifted to…
• Seq2Seq

• Matching

• (M)LM

SGM: Sequence Generation Model for Multi-label Classification. COLING 2018



Paradigm Shift in Text Classification

• Traditional Paradigm: Class

• Shifted to…
• Seq2Seq

• Matching

• (M)LM

Entailment as Few-Shot Learner. https://arxiv.org/abs/2104.14690

https://arxiv.org/abs/2104.14690


Paradigm Shift in Text Classification

• Traditional Paradigm: Class

• Shifted to…
• Seq2Seq

• Matching

• (M)LM

Exploiting Cloze Questions for Few Shot Text Classification and Natural Language Inference. EACL 2021
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Paradigm Shift in NLI
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Paradigm Shift in NLI

• Traditional Paradigm: Matching

• Shifted to…
• Class

• Seq2Seq

• (M)LM

BERT: Pre-training of Deep Bidirectional Transformers for Language Understanding. NAACL 2019



Paradigm Shift in NLI

• Traditional Paradigm: Matching

• Shifted to…
• Class

• Seq2Seq

• (M)LM

The Natural Language Decathlon: Multitask Learning as Question Answering. https://arxiv.org/abs/1806.08730

https://arxiv.org/abs/1806.08730


Paradigm Shift in NLI

• Traditional Paradigm: Matching

• Shifted to…
• Class

• Seq2Seq

• (M)LM

Exploiting Cloze Questions for Few Shot Text Classification and Natural Language Inference. EACL 2021

a? || ____, b

Yes: 0.8

No : 0.2

PLM

+1 : 0.8

−1 : 0.2

( a , b ;  +1)
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Paradigm Shift in NER

Flat NER

Nested NER

Discontinuous NER



Paradigm Shift in NER

• Traditional Paradigm: 
• SeqLab (Flat NER)

• Class (Nested NER)

• Seq2ASeq (Discontinuous NER)

• Shifted to / Unified in…
• Class (Flat&Nested NER)

• MRC (Flat&Nested NER)

• Seq2Seq (All)
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Barack Obama was born in the US.
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Paradigm Shift in ABSA

A Unified Generative Framework for Aspect-Based Sentiment Analysis. ACL 2021
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Paradigm Shift in ABSA

• Traditional Paradigm: 
• SeqLab (AE, OE, AOE, …)

• Class (ALSC…)

• Shifted to / Unified in…
• Matching (ALSC)

• MRC (All)

• Seq2Seq (All)

• (M)LM (All)

Utilizing BERT for Aspect-Based Sentiment Analysis via Constructing Auxiliary Sentence. NAACL 2019

X: LOC1 is often considered the 

coolest area of London. 

Aspect: Safety

QA-M

NLI-M

QA-B

NLI-B

What do you think of the 

safety of LOC1? [X]

LOC1- safety. [X]

The polarity of the aspect 

safety of LOC1 is positive. [X]

LOC1- safety - positive. [X]
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Paradigm Shift in ABSA

• Traditional Paradigm: 
• SeqLab (AE, OE, AOE, …)

• Class (ALSC…)

• Shifted to / Unified in…
• Matching (ALSC)
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SentiPrompt: Sentiment Knowledge Enhanced Prompt-Tuning for Aspect-Based Sentiment Analysis. https://arxiv.org/abs/2109.08306

The owners are great fun and the 

beer selection is worth staying for.

The owners are great fun? [MASK] .

This is [MASK] .

Consistency 

prompt

Polarity 

prompt

https://arxiv.org/abs/2109.08306
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Paradigm Shift in Relation Extraction

• Traditional Paradigm: 
• SeqLab (entity extraction)

• Class (relation classification)

• Shifted to / Unified in…
• Seq2Seq

• MRC (entity prediction)

• (M)LM

Zero-Shot Relation Extraction via Reading Comprehension. CoNLL 2017



Paradigm Shift in Relation Extraction

• Traditional Paradigm: 
• SeqLab (entity extraction)

• Class (relation classification)

• Shifted to / Unified in…
• Seq2Seq

• MRC (triplet extraction)

• (M)LM

Entity-Relation Extraction as Multi-Turn Question Answering. ACL 2019

Formulate RESUME 

dataset as Multi-turn QA:



Paradigm Shift in Relation Extraction

• Traditional Paradigm: 
• SeqLab (entity extraction)

• Class (relation classification)

• Shifted to / Unified in…
• Seq2Seq

• MRC (triplet extraction)

• (M)LM

PTR: Prompt Tuning with Rules for Text Classification. https://arxiv.org/abs/2105.11259

Mark Twain was the father of Langdon.

[p] the person Langdon [p] ‘s parent was

[p] the person Mark Twain [p].

https://arxiv.org/abs/2105.11259
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Paradigm Shift in Text Summarization

• Traditional Paradigm: 
• SeqLab (extractive)

• Seq2Seq (abstractive)

• Shifted to / Unified in…
• Matching (extractive)

• (M)LM (abstractive)
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• SeqLab (extractive)

• Seq2Seq (abstractive)

• Shifted to / Unified in…
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• (M)LM (abstractive)

SummaRuNNer: A Recurrent Neural Network based Sequence Model for Extractive Summarization of Documents. AAAI 2017



Paradigm Shift in Text Summarization

• Traditional Paradigm: 
• SeqLab (extractive)

• Seq2Seq (abstractive)

• Shifted to / Unified in…
• Matching (extractive)

• (M)LM (abstractive)

Abstractive Text Summarization using Sequence-to-sequence RNNs and Beyond. CoNLL 2016



Paradigm Shift in Text Summarization

• Traditional Paradigm: 
• SeqLab (extractive)

• Seq2Seq (abstractive)

• Shifted to / Unified in…
• Matching (extractive)

• (M)LM (abstractive)

Extractive Summarization as Text Matching. ACL 2020



Paradigm Shift in Text Summarization

• Traditional Paradigm: 
• SeqLab (extractive)

• Seq2Seq (abstractive)

• Shifted to / Unified in…
• Matching (extractive)

• (M)LM (abstractive)

HTLM: Hyper-Text Pre-Training and Prompting of Language Models. https://arxiv.org/abs/2107.06955

https://arxiv.org/abs/2107.06955


Paradigm Shift in Text Summarization



Paradigm Shift in Parsing

Dependency Parsing

Constituency ParsingSemantic Parsing
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Paradigm Shift in Parsing

• Traditional Paradigm: 
• Class (graph-based)

• Seq2ASeq (transition-based)

• Shifted to / Unified in…
• SeqLab

• Seq2Seq

• (M)LM

• MRC

Grammar as a Foreign Language. NIPS 2015

Linearize a parsing tree:



Paradigm Shift in Parsing



Trends of Paradigm Shift

Online version: https://txsun1997.github.io/nlp-paradigm-shift/sankey.html

https://txsun1997.github.io/nlp-paradigm-shift/sankey.html


Trends of Paradigm Shift

• More General and Flexible Paradigms are Dominating
• Traditional: Class, SeqLab, Seq2ASeq

• General: Matching, MRC, Seq2Seq, (M)LM

• The Impact of Pre-trained LMs 
• Formulate a NLP task as one that PLMs are good at!
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Why Unified Paradigm?

• Data Efficiency
• Task-specific models usually required large-scale annotated data, while 

unified models can achieve considerable performance with much less data

• Generalization
• Unified models can easily generalize to unseen tasks

• Convenience
• Unified models are easier and cheaper to deploy and serve. They are born 

to be commercial black-box APIs



Potential Unified Paradigms

• (M)LM

• Matching

• MRC

• Seq2Seq



(M)LM

Exploiting Cloze Questions for Few Shot Text Classification and Natural Language Inference. EACL 2021
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(M)LM

Exploiting Cloze Questions for Few Shot Text Classification and Natural Language Inference. EACL 2021

Prompt

Verbalizer



(M)LM

• Prompt
• Manually designed

• Mined from corpora

• Generated by paraphrasing

• Generated by another PLM

• Learned by gradient search/descent

• Verbalizer
• Manually designed

• Automatically searched

• Constructed and refined with KB



(M)LM

• Parameter-Efficient Tuning
• Only tuning prompts can match the performance of fine-tuning

• Mixed-task inference

The Power of Scale for Parameter-Efficient Prompt Tuning. https://arxiv.org/abs/2104.08691

https://arxiv.org/abs/2104.08691


Matching

Entailment as Few-Shot Learner. https://arxiv.org/abs/2104.14690

https://arxiv.org/abs/2104.14690


Matching

Entailment as Few-Shot Learner. https://arxiv.org/abs/2104.14690

Label 
Description
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Matching

Entailment as Few-Shot Learner. https://arxiv.org/abs/2104.14690

Label 
Description

• Label Description
• Manually designed (can be the same as prompt)

• Generated by reinforcement learning (Chai et al.)

https://arxiv.org/abs/2104.14690
http://proceedings.mlr.press/v119/chai20a.html


Matching

Entailment as Few-Shot Learner. https://arxiv.org/abs/2104.14690

Label 
Description

• Label Description
• Manually designed (can be the same as prompt)

• Generated by reinforcement learning (Chai et al.)

• The Entailment Model
• Fine-tuning a PLM on MNLI

https://arxiv.org/abs/2104.14690
http://proceedings.mlr.press/v119/chai20a.html


(M)LM or Matching?

• (M)LM
• [MASK] -> MLM head, instead of randomly initialized classifier

• Require modifications of input (prompt) and output (verbalizer)

• Pre-trained LMs can be directly used (even zero-shot)

• Compatible with generation tasks

• Matching
• [CLS] -> MNLI/NSP head, instead of randomly initialized classifier

• Only label descriptions are required (less engineering!)

• Contrastive learning can be applied

• Suffer from domain adaption (due to the requirement of supervised data)

• Only support NLU tasks



MRC

• A Highly General Paradigm
• A task can be solved as a MRC one as long as its input can be formulated 

as [context, question, answer].

The Natural Language Decathlon: Multitask Learning as Question Answering. https://arxiv.org/abs/1806.08730

https://arxiv.org/abs/1806.08730


MRC

• A Highly General Paradigm
• A task can be solved as a MRC one as long as its input can be formulated 

as [context, question, answer].

• MRC has been applied to many tasks…
• entity-relation extraction, coreference resolution, entity linking, 

dependency parsing, dialog state tracking, event extraction, aspect-based 
sentiment analysis…

• How to Utilize the Power of Pre-Training?
• All NLP tasks as open-domain QA?

• Dense Passage Retriever (DPR) may help (REALM, RAG, …)

• Question 
𝑟𝑒𝑡𝑟𝑖𝑒𝑣𝑎𝑙

Context
𝑀𝑅𝐶

Answer 

https://arxiv.org/abs/2002.08909
https://proceedings.neurips.cc/paper/2020/file/6b493230205f780e1bc26945df7481e5-Paper.pdf


Seq2Seq

• A Highly General and Flexible Paradigm
• Suitable for complicated tasks (e.g. structured prediction, discontinuous 

NER, triplet extraction, etc.)

Structured prediction as translation between augmented natural languages. ICLR 2021



Seq2Seq

• A Highly General and Flexible Paradigm
• Suitable for complicated tasks (e.g. structured prediction, discontinuous 

NER, triplet extraction, etc.)

• Powered by Pre-training
• MASS, BART, T5…

• Compatible with (M)LM and MRC

• However…
• High Latency at Inference Time (Non-autoregressive? Early exiting?)
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Conclusion

• (M)LM, aka prompt-based tuning, is exploding in popularity…
• Does the power come from the pre-trained MLM head?

• What if the classification head can be replaced with the NSP head, 
entailment head, or other classification/generation heads?

• What if pre-training can also boost other paradigms?

• More attention is needed on other promising paradigms
• Matching: less engineering, benefit from supervised data and contrastive 

learning

• MRC: general, interpretable

• Seq2Seq: compatibility, flexible to handle very complicated tasks



Thank You!
Any question or suggestion is welcome!

txsun19@fudan.edu.cn
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https://arxiv.org/abs/2109.12575
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