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Pre-train, then fine-tune

Up-Stream Down-Stream

Big Data
(MLM/LM Pre-Training)

Small Data
(Task-Specific Fine-Tuning)

Open Source Download



When language models become larger…

In the era of large language models (LLMs)…

- Servers often do not open-source the weights of LLMs due to 

commercial reasons

- Users usually do not have enough resources to run LLMs

The emergent ability of LLMs

- Manually craft text prompt to query LLMs

- In-context learning (GPT-3, Brown et al., 2020)
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Language-Model-as-a-Service (LMaaS)

Up-Stream Down-Stream

Big Data
(MLM/LM Pre-Training)

Small Data
(Task-Specific Prompt)

Inference API



LMaaS has encouraged a lot of apps

https://gpt3demo.com/
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However…

The performance of manual prompt and in-context learning highly 

depend on the choice of prompt and demonstrations, and lags far 

behind model tuning.

Zhao et al. Calibrate Before Use: Improving Few-Shot Performance of Language Models. ICML 2021



To make LLMs benefit more people…

Can we optimize the prompt with the API feedback? (without expensive 

backpropagation)

Objective:



A challenge of high dimensionality

Considering optimization of the continuous prompt, the dimensionality 

can be tens of thousands (say we are going to optimize 50 prompt tokens, 

each with 1k dimensions, there are 50k parameters to be optimized.)

Derivative-free optimization (DFO) can struggle with high-dimensional 

problems, except for the case when the problem has a low intrinsic 

dimensionality.

Note: Intrinsic dimensionality is the minimal number of parameters needed to represent the problem
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Fortunately…

LLMs have a very low intrinsic dimensionality!

Aghajanyan et al. Intrinsic dimensionality explains the effectiveness of language model fine-tuning. ACL 2021



Black-Box Tuning



Experiments

16-shot (per class) learning with RoBERTa-large (350M)



Experiments

Detailed comparison on SST-2 and AG News



A Gradient-Free Future for LLMs?

Limitations of black-box tuning:

- Slow convergence on many-label classification (e.g., DBPedia)

- Requirement of prompt pre-training (gradient) on difficult tasks (e.g., SNLI)

Current version of black-box tuning is just a lower bound:

- Prompt/verbalizer engineering, prompt ensemble, prompt pre-training…

Code is publicly available!

- https://github.com/txsun1997/Black-Box-Tuning

https://github.com/txsun1997/Black-Box-Tuning
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